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Abstract 
Collaborative filtering based recommender systems help online users in choosing the right products based on the 

purchase history of the user and his most similar users. Scalability is one of the major issues in designing 

effective recommender system. In this paper, we have studied different ways of increasing scalability by 

applying clustering algorithms on three types collaborative filtering algorithms-user based, item based and slope 

one. Finally we have analyzed the relationship between scalability and accuracy for different number of clusters 

and neighborhoods. 

 

I. Introduction 
Recommender systems help customers in 

purchasing products from e-commerce websites. 

Mainly three techniques have been employed in 

designing the recommender systems. They are 

content based approach, collaborative filtering based 

approach and hybrid approach. In content based 

approaches the similarity among product features are 

considered in generating recommendations.  The 

collaborative filtering algorithms, in turn, take into 

account the opinions of the like-minded customers 

i.e. the customers who have rated similarly. 

The major challenges in designing collaborative 

filtering based recommender systems are sparsity, 

security, trust and scalability. As a very large number 

of items are offered by the e-commerce sites and 

customers are rated a small fraction of them, the user-

item rating matrix which is the “black box” of the 

collaborative filtering based recommender systems, 

becomes very sparse. On the other hand, with the 

increase of the number of users and items, the 

computation process of generating recommendations 

takes more and more time. So designing scalable 

recommender systems is a major challenge. 

In this paper, we have studied different 

collaborative filtering algorithms and analyzed their 

scalability. The rest of the paper is organized as 

follows. In section II related studies have been 

mentioned. In section III, three main collaborative 

filtering algorithms namely user-based, item-based 

and slope one have been discussed. In section IV, we 

have discussed the ways of making the solution 

scalable under the heading of memory and model 

based techniques. Section V concentrates on the use 

of clustering algorithms to collaborative filtering 

algorithms for increasing scalability. Empirical 

analysis has been done in section VI. Finally, we 

conclude this paper in section VII.  

II. Related Studies 
Survey on collaborative filtering algorithms has 

been done by many researchers. Authors of papers 

[Lee et al. 2012], [Sachan and Richariya 2013] and 

[Revankar and Haribhakta 2015] have discussed 

different memory-based, model based, and hybrid CF 

algorithms in general. They have discussed briefly 

the scalability issue as one of the main challenges of 

designing effective recommender systems. [Su and 

Taghi  2009] have discussed few clustering based 

approaches in their work. Application of k-

means,fuzzy c-means and genetic clustering 

algorithms in improving scalability of recommender 

system have been discussed in paper [Darvishi-

mirshekarlou et al. 2013].  In addition to introducing 

CLUSTKNN algorithm, [Rashid et al. 2007] also 

discussed efficiency of some other collaborative 

filtering algorithms like SVD-based, Plsa-based 

algorithms. In this paper we have concentrated on 

clustering based approach for increasing scalability in 

recommender system. 

 

III. Different CF Mechanisms 
A. Notation 

The basic collaborative filtering algorithm deals 

with a set of 𝑁 users, 𝑈 ∶   𝑈1, 𝑈2 , … , 𝑈𝑁   and a set 

of 𝑀 items 𝐼 ∶   𝐼1 , 𝐼2 , … , 𝐼𝑀 . Each user 𝑈𝑖 ∈ 𝑈 rates 

some of the items from 𝐼. The rating of item 𝐼𝑗 by the 

user 𝑈𝑖 is denoted by 𝑟𝑖 ,𝑗 . The matrix 𝑅:  𝑟𝑖 ,𝑗   contains 

the ratings of all items given by all users in the 

system. The user profile, 𝑃𝑈𝑖
 of user 𝑈𝑖  contains all 

the ratings given by that user to different items. The 

user for whom the recommendation is generated is 

called the active user and denoted by𝑈𝐴 . 
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B. User-based and item-based CF algorithms 

Prediction generation using User-based [Resnick 

et al. 1994; Shardanand 1994] and item-based 

[Sarwar 2001] algorithms consist of two broad steps-

Neighborhood generation (NG) and Prediction 

calculation (PC). 

 

Neighborhood generation (NG) 

The neighborhood generation phase can be 

further subdivided into similarity calculation (SC) 

and neighborhood selection (NS). In case of user-

based algorithms, the similarity between the users are 

calculated and top N most similar users are chosen 

from the neighborhood of the active user, 𝑈𝐴 . Two 

most common approaches for similarity calculation 

are Pearson correlation coefficient and cosine 

similarity. 

 

Pearson correlation coefficient 

[Resnick et al. 1994]   first proposed to use 

Pearson Correlation coefficient to compute user 

similarity using (2). Here before the scalar product 

between two vectors is computed, ratings are 

normalized as the difference between real ratings and 

average rating of user. 
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in which, xr  is the average rating of user x. 

Two important variations of Pearson Correlation 

coefficient have been proposed by [Shardanand and 

Maes 1995] and [Herlocker et al. 1999]. [Shardanand 

and Maes 1995] have replaced average rating of the 

active user, UA  and the user with which similarity is 

calculated by the central rating value of the rating 

scale. Their constrained Pearson Correlation 

coefficient becomes  
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Where 𝑟𝐶  is the central rating value of the rating scale 

(e.g. 3 in the rating scale of 1 to 5). By this change in 

the Pearson Correlation coefficient formula, the 

difference between the positive and negative ratings 

(with respect to central rating value in the rating 

scale) has been considered.  

[Herlocker et al. 1999] considered the number of 

rating comparisons in calculating the similarity 

between two users. The idea is to give more 

importance to those neighbors who have put similar 

rating values for a large number of items. After 

adding the number of rating comparisons as weight to 

Pearson Correlation coefficient, their weighted 

Pearson Correlation coefficient becomes- 
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where 𝑛𝑜𝐶 < 𝑇 . 𝑛𝑜𝐶  is the number of the common 

items rated by 𝑈𝐴  and the user with which similarity 

is calculated, 𝑇  is  the threshold value which is 

determined experimentally. When 𝑛𝑜𝐶 ≥ 𝑇 , the 

simple Correlation coefficient is used. 

 

Cosine similarity 

Vector Cosine method computes user similarity as 

the scalar product of rating vectors: 
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in which, ),( bas is the degree of similarity between 

user a  and user b , ),( baR  is the set of items rated 

by both user a  and user b , yxr , is rating that user x  

gives to items y . 

 

Prediction calculation(PC) 

In this phase, recommendation is made considering 

the item ratings of the neighbors of  𝑈𝐴  using formula 

(1). 
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where 
a

UP denotes the average ratings of active 

user  𝑈𝐴 , jir ,  is the actual rating of neighbor  𝑈𝑖  on 

product  I𝑗 , 
iNUP denotes the average ratings of 

neighbor  𝑁𝑈𝑖  and ia ,  denotes the correlation 

between the active user, 𝑈𝐴  and its 
thi  neighbor, 𝑁𝑈𝑖 . 

Item-based algorithms [Sarwar and Karypis 

2001] follow the similar steps- instead of calculating 

the similarity between the users, the similarity 

between items are calculated and prediction is 

calculated considering the ratings for the most similar 

items of the target item for which the 

recommendation is made. In the similarity 

calculation(SC) phase, either pearson correlation 
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coefficient or cosine similarity measure mentioned 

above can be used. One particular difference in 

calculating similarity between users and between 

items is-in case of item similarity computation, each 

pair of rating values under comparison corresponds to 

a different user and rating pattern of different users 

are different. In order to take into this fact under 

consideration, Adjusted Cosine Similarity is 

introduced by [Sarwar and Karypis 2001] shown in 

formula (6). 

 

Adjusted Cosine Similarity 
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Here, before comparing a rating pair, the average 

rating value of the corresponding user is deducted 

from each rating value.  

In prediction calculation(PC) phase, prediction is 

calculated by formula () 

𝑟 𝑎,𝑗 =
 𝑟𝑎 ,𝑖∗𝜔 𝑖,𝑗𝑖,𝑖∈𝑁𝐼  

  𝜔 𝑖,𝑗𝑖,𝑖∈𝑁𝐼
    

             (7) 

Where 𝑁𝐼  is the set of similar items to item 𝐼𝑗  and 

𝜔𝑖 ,𝑗  is the degree of similarity between 𝐼𝑖  and 𝐼𝑗 . 

The time complexity of the basic user-based and 

item-based algorithms is Ο(nm) for N  users and M 

items present in the system in addition to the space 

complexity of the order Ο(nm) for storing the entire 

rating matrix, R in memory. 

 

C. Slope One 

Slope one [Lemire and Maclachlan 2005] is an 

item-based algorithm for generating 

recommendations which is much simpler than the 

traditional collaborative filtering algorithm. The 

name “slope one” has been proposed due to the form 

of the predictor used in this scheme- bxxf )( . 

For obtaining the best predictor, the value of the 

parameter b  is estimated as 𝑏 =
 𝑚 𝑖−𝑛𝑖𝑖

𝑛
 by 

minimizing   𝑚𝑖 + 𝑏 − 𝑛𝑖 
2

𝑖  where 𝑚𝑖  and 𝑛𝑖  are 

two evaluation arrays and 𝑖 = 1,2, … , 𝑛. So, the best 

value of the parameter b  is the average difference 

between the two arrays m  and n . The steps of slope 

one algorithm for predicting recommendation of item 

mI  for user kU  are as follows- 

1.  Identify the set of items, kI , rated by user kU . 

2. Compute the mean difference, iD , kIi  

between item iI  and item to predict, mI

considering only the commonly rated items. 

3. Predicted rating of item mI for user kU is 

calculated as 
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                         (8)

 

In the above algorithm, when computing the mean 

difference, iD , kIi  between item iI  and item to 

predict mI  the number of users,  𝑈𝑖 ,𝑚    who rated 

both the items iI  and mI is not considered. When the 

value of  𝑈𝑖 ,𝑚   is high, prediction quality will be 

better. To take into account this fact, [Lemire and 

Maclachlan 2005] had introduced weighted slope one 

algorithm where prediction is calculated as  

   kmiiikmk IUDRP /* ,,,  
        (9) 

 

IV. Scalability through Model-based 

techniques 
As we have seen in the previous section, the 

process of recommendation generation using 

collaborative filtering is a two stage process- 

neighborhood formation and prediction generation. In 

the memory-based CF approaches, both the phases 

are done online i.e. both the phases starts execution 

after a customer asks for a recommendation for a 

particular product.  

Two characteristics of memory-based CF 

approaches are notable here from the point of view of 

scalability issue. Firstly, the whole user-item rating 

matrix is used in the first phase for finding k-nearest 

neighbors and secondly, predictions are made in the 

second phase directly using the rating matrix. The 

user-based and item-based collaborative filtering 

techniques that we have seen in the previous section 

are example of memory based techniques. Again, 

between the user and item based collaborative 

filtering techniques, the second one is more scalable 

compared to the first because the item-item similarity 

can be computed offline based on the assumption that 

new items are added less frequently to the system. 

So, the cost of deriving k-nearest neighbor items 

becomes less at online. 

In case of model based techniques, a model is 

built from the rating matrix in the first phase and in 

the second phase prediction is made using that model 

without using the user-item rating matrix directly. 

The model building is done offline i.e. before any 

request is made for recommendation. 

Different statistical and data mining methods 

have been used by the researchers for building the 

model. Some of the important model-based 

approaches proposed by them are discussed bellow. 

 

 

 

Bayesian network 
[Breese et al. 1998] explained collaborative 

filtering task from the probabilistic point of view 
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where recommendation generation is viewed as 

calculation of an expected value of a vote given some 

known votes for some other items in the system. 

They proposed construction of a bayesian network 

where each node corresponds to an item. For each 

rating value in the rating scale, a different state is 

assigned to every node. Through learning of the 

bayesian network dependencies for each node is 

searched and in the resulting network, each item will 

have a set of parent nodes which are the best 

predictors of its votes. 

 

Neural Networks  
In their work, [Billsus and Pazzani 1998] build a 

neural network based model for generating 

recommendations. They have also used Singular 

Value Decomposition on the user-item rating matrix 

as a feature extraction technique. For training of the 

model, the sparse user-item rating matrix is first 

converted into Boolean feature vectors from which a 

binary matrix containing zero and one is obtained. 

Then Singular Value Decomposition is performed on 

this training data and the resulting singular vectors 

are reduced by choosing the value of k, the desired 

number of dimensions to retain. The neural network 

is then trained by the singular vectors scaled by the 

singular values. 

Using this model the prediction is made as 

follows. First, the target item’s user ratings are 

converted into a Boolean feature vector and scaled 

into the k-dimensional space. Then this vector is fed 

into the neural network for getting the prediction. 

Clustering 
[Kohrs and M´erialdo 1999] proposed a model 

where hierarchical clusters of both the users and the 

rated items are built. The root node of the user cluster 

hierarchy contains all users and other nodes in the 

hierarchy contain users of the subsequent nodes along 

the hierarchy.  Each user appears in only one leaf 

node. The cluster hierarchy is formed in such a way 

that the similarity between users of a cluster increases 

as one travels from root node to a leaf node along the 

hierarchy. 

Following the similar logic, the item hierarchy is 

also formed. Once both the user and the item cluster 

hierarchies are formed, the prediction can be 

calculated as the weighted sum of the defined centers 

of all nodes in the cluster hierarchies on the paths 

from the root node to particular leaves. 

Other than the works mentioned above, some 

other significant works in this direction are done by 

[Billsus and Pazzani 1998; Sarwar et al. 2000] 

(singular Value Decomposition based), [Rennie and 

Srebro 2005] (matrix factorization based), [Canny 

2002](factor analysis based), [Goldberg et al. 

2001](PCA based) and [Aggarwal et al. 1999](graph 

based). 

Memory based approaches are much simpler 

than their model-based counterparts. But they greatly 

suffer from the scalability problem. In the model-

based techniques, models that are built from the 

rating matrix are relatively complex in nature and 

though they are derived offline, building them is 

obviously expensive. 

 

Combined approach 

The model-based and memory-based approaches 

can be combined in many ways. [Pennock et al. 

2000] have proposed a collaborative filtering method 

which is a combination of memory- and model-based 

approaches. They named it as personality diagnosis 

(PD) as the rating preferences given for different 

items by a user is seen as his or her underlying 

personality type. User ratings are assumed to contain 

Gaussian errors. The probability that active user has 

the same personality type as every other user is 

computed from the known rating of that active user. 

Then the probability of liking a new product is 

computed. In order to reduce the space and time 

complexity, expected value of information(VOI), as 

they name, is computed from their probabilistic 

model. 

In their approach, [Koren 2008] devised a 

collaborative filtering algorithm which combines 

both the latent factor model and the nearest neighbor-

based algorithm. Their proposed algorithm exploits 

strong points from both the sides-very localized 

relationship identification from nearest neighbor-

based algorithm and effective estimation of the 

overall structure that relates simultaneously to most 

or all items from latent factor models. Instead of 

combining model-based and memory-based 

approaches, we can improve the scalability of the 

memory-based algorithms by applying clustering 

algorithms to them which will be discussed in detail 

in the next section. 

 

V. Scalability through clustering 
Clustering techniques have been used in different 

ways to memory-based collaborative filtering 

algorithms for making the solution scalable. We 

group clustering based collaborative filtering 

algorithms into three categories. 

 

Clustering users 

Based on their profiles, users are grouped into 

different user clusters. The general framework is as 

follows- 

Step 1: apply clustering algorithm to user-item rating 

matrix to group users into multiple clusters. 

Formally, the data set A is partitioned in A1, A2, . . 

.,Ap, where Ai ∩ Aj = φ, for 1 ≤ i, j ≤ p; and A1 ∪ A2 ∪ 

. . . ∪ Ap = A. 
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Step 2: when the active user,UA asks for 

recommendation, the cluster to which he belongs, say 

Am is selected.  

Step 3: k-nearest neighbors of that active user is 

selected from the selected cluster, Am. 

Step 4: prediction is calculated from the ratings of the 

nearest neighbors.  

Offline time-complexity becomes O(mn). Online 

time-complexity becomes O(mn/k). If the similarity 

between each user and the members of the cluster to 

which he belongs is calculated offline (step 3) then 

online time complexity will be O(m) but additional 

k(n/k)
2 

similarity values have to be stored. So space 

complexity will be O(n
2
/k). 

Some important contributions where user 

clustering has been proposed are discussed bellow. In 

his paper, [Sarwar et al. 2002] considered the entire 

cluster to which the active user belongs as the 

neighborhood of that user. Then prediction 

calculation is done using the standard collaborative 

filtering algorithm. [Rashid et al. 2007] proposed 

CLUSTKNN algorithm where user profiles are 

clustered using bisecting k-means algorithm. For 

recommendation generation, k most similar cluster 

centroids (they name as surrogate model users) to the 

active user’s profile are selected as neighbors. 

Offlline time-complexity becomes O(mn) and online 

time-complexity becomes O(mn/k). 

Some other papers where clustering of user profiles 

have been performed are  [Rana and Jain xxxx], 

[Kelleher and Bridge 2003], [Yang 2009] , [Zhang et 

al. 2006], [Moghaddam and Selamat 2011] , [Xiaohui 

and Murata 2012]. 

 

Item clustering 

For improving scalability, items can also be 

clustered instead of users. The main intuition behind 

clustering items is to consider only rating of the 

similar type of items for which the recommendation 

is going to be generated. The general framework is as 

follows- 

Step 1: apply clustering algorithm to user-item rating 

matrix to group items into multiple item clusters. 

Step 2: when a user asks for a recommendation, the 

cluster to which the item belongs is selected. 

Step 3: k-nearest neighbors of that item is selected 

from that item cluster. 

Step 4: prediction is calculated from the ratings of the 

nearest neighbors. 

[Quan and Khanh 2006] proposes clustering of items 

in such a way that inside a cluster, user similarity 

remains stable i.e. similarity between users does not 

change significantly. At the time of predicting rating 

for an item, ratings of users who have high similarity 

degree with that user inside the cluster to which that 

item belongs are considered. 

[Li and Kim  2003], in their work, has applied fuzzy 

clustering algorithm to create group-rating matrix. 

Then they have calculated the sub-similarity of 

group-rating matrix and item-rating matrix. Finally, 

the prediction is generated from the total similarity 

calculated as linear combination of two 

subsimilarities obtained before. 

[Birtolo  et al. 2011] has also applied fuzzy clustering 

algorithm to group similar items. The k-nearest 

neighbor items of the target item have been selected 

from different clusters. The number of items that has 

been selected from a specific cluster depends on the 

degree of membership with which the target item 

belongs to that cluster. 

 

VI. Empirical Analysis 
In this section we present our experimental 

results of analyzing the effect of applying clustering 

to different collaborative filtering algorithms namely 

user-based, item-based and Slope-One algorithm. 

 

A. Datasets 

In our experiment, we have used MovieLens 

dataset (movielens.umn.edu). The data set used 

contained 100,000 ratings from 943 users and 1682 

movies (items), with each user rated at least 20 items. 

The item sparsity is easily computed as 0.9369. The 

ratings in the MovieLens dataset are integers ranging 

from 1 to 5. 

 

B. Evaluation Metrics 

Mean Absolute Error (MAE) 

MAE is defined as 
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          (10)

 

where jir ,
ˆ  and jir ,  are the predicted and actual 

ratings of the jth  product for the  ithuser and n  is 

the total number of recommendations made by the 

system. This statistical metric measures the extent of 

deviation of the scores predicted by the recommender 

system from the actual user rating values. Smaller 

MAEindicates better recommendation. 

 

Root Mean Square Error (RMSE) 

RMSE imposes more emphasis on large errors. It is 

defined as 
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Neighborhood Stability 

For identifying change in the neighborhood of the 

active user due to clustering, we measure 

Neighborhood Stability (NS) as 

Size

WCWOUTC

NH

NHNH
NS




                       (12) 
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where  WOUTCNH is the neighborhood of the active 

user without clustering and WCNH  is the 

neighborhood of the active user with clustering. 

 

Speed Up 

Speed Up( pS ) is defined as  

100



WOUTC

WOUTCWC

p
T

TT
S

          (13) 

where WOUTCT  is the average time required for 

generating a single recommendation without 

clustering and WCT
 
is the average time required for 

generating a single recommendation with clustering. 

c. Results 

For all the experiments, neighborhood size has been 

taken as 10,20,30,40 and 50. Number of clusters has 

been considered as 10,15,20,30 and 40. All 

experiments have been done in a computer with 

Intel(R) Xeon(R) CPU E5-2620 0 @ 2.00GHz 

processor (6 cores) and 16 GB of primary memory. 

Figure 1(a) and 1(b) shows the MAE and RMSE 

values of user-based collaborative filtering 

algorithms for different neighborhood size and for 

different number of clusters. Pearson correlation 

coefficient has been used as a metric for calculating 

the distance between user profiles. In case of figure 

2(a) and 2(b), cosine similarity has been used as 

distance metric. In all the experiments, K-means 

algorithm has been used for clustering users and 

items. Results of figure 1(a) and 1(b)  

           
Figure 1(a): MAE for User-based CF (PCC)              Figure 1(b): RMSE for User-based CF (PCC) 

 

show significant improvement in accuracy of user-

based collaborative filtering algorithm when pearson 

correlation coefficient(PCC) is  used. When cosine 

similarity is used, accuracy suffers significantly due 

to clustering. When comparing reduction in average 

recommendation time as a result of applying 

clustering to user profiles, user-based collaborative 

filtering using cosine similarity outperforms user-

based collaborative filtering using pearson correlation 

coefficient. Change in the neighborhood of the active 

user is less (i.e. stability of the neighborhood is high) 

when using cosine similarity. 

       
Figure 2(a): MAE for User-based CF (COSINE)         Figure 2(b): RMSE for User-based CF (COSINE) 
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Reduction in average execution time for generating a 

single recommendation is more while using cosine 

similarity metric. From figure 3(a) and 3(b) it can be 

seen that maximum speed up is for neighborhood size 

10 (for different number of clusters) and it is 4% 

higher in case of cosine based similarity than in case 

of PCC based similarity.  

     
Fig 3(a). Speed Up User-based CF                      Fig 3(b). Speed Up User-based CF 

(PCC Distance measure)                                    (Cosine Distance measure) 

 

 
Fig 4(a). Neighborhood Stability(NS)  for User-based CF (PCC Distance measure) Fig 4(b). 

Neighborhood Stability(NS)  for User-based CF (Cosine Distance measure) 

Figure 4(a) and 4(b) shows the Neighborhood 

Stability (NS) of user-based algorithms for PCC 

based and Cosine based distant metric respectively. 

For all combinations of clustering size and 

neighborhood size, CF algorithm using Cosine 

similarity shows better Neighborhood Stability (NS) 

than their PCC based counterpart. This result is also 

supported in Figure 1(a)-2(a) and 1(b)-2(b). The 

difference of MAE and RMSE values between 

clustering-based CF and CF without clustering is 

much higher in case of CF using PCC similarity 

metric than their cosine based counterpart. 

        
Figure 5(a): MAE for Item-based CF (PCC                    Figure 5(b): RMSE for Item-based CF (PCC  

Distance measure)                                                   Distance measure) 
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Figure 5(a): MAE for Item-based CF (Cosine                Figure 5(b): RMSE for Item-based CF (Cosine 

Distance measure)                                                               Distance measure) 

 

  
Fig 6(a). Speed Up Item-based CF                                         Fig 6(b). Speed Up Item-based CF 

(PCC Distance measure)                                                      (Cosine Distance measure) 

 

Comparison of figures 6(a) and 6(b) with figures 

3(a) and 3(b) shows that higher scalability is 

achieved in item-based CF algorithms over user-

based CF algorithms while applying k-means 

clustering algorithm. Like user-based CF algorithm, 

item-based CF algorithm also shows better speed up 

while using cosine similarity metric. From figure 7(a) 

and 7(b), it can be observed that in case of item-based 

CF algorithm like its user-based counterpart, use of 

cosine similarity shows better network stability than 

PCC-based approach. For both user-based and item-

based algorithms, consistently good network stability 

is shown for 10 numbers of clusters. 

      
Fig 7(a). Neighborhood Stability(NS)  for Item-based         Fig 7(b). Neighborhood Stability(NS)  for Item-based 

CF (PCC Distance measure)           CF (Cosine Distance measure) 

 

Figure 8(a), 8(b) and 8(c) shows MAE, RMSE and Speed Up of Slope One algorithm for different number of 

clusters. Application of clustering increases accuracy to a great extent (figure 8(a), 8(b)). Average time for 

recommendation generation also decreases significantly (figure 8(a)). 
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Fig 8(a). Slope One (MAE) Fig 8(b). Slope One (RMSE) Fig 8(c). Slope One (Speed 

Up) 

 

VII. Conclusion 
In this paper, we have studied and analyzed three 

collaborative filtering algorithms namely user-based, 

item-based and slope-one algorithm. We have 

compared accuracy as well as speed up of these three 

algorithms for different neighborhood size and for 

different number of clusters. Two metrics have been 

used for calculating the similarity between the users 

or items. K-means algorithm has been applied in all 

the cases. In our future work, we like to apply other 

clustering algorithms and observe their effect on 

scalability of recommender systems. 
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